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ABSTRACT 

Large amount of information are embedded in natural scenes which are 

often required to be automatically recognized and processed. For the 

process the automatic identification segmentation and detection of 

visual text entities in usual scene images are required. Scene text could  

be any textual part of the scene images such as street signs, name plates or text appearing on 

t-shirts. The extracted text can be displayed on a palm size PDA or synthesized as voice 

output message over the ear phone. Text in image contains useful information which can be 

used to fully understand images. The various methods have been proposed in the past of 

detection and localization of text in images and videos. The properties related to the text in an 

image such as color, intensity and edges are used to distinguish text regions from the 

background and other region within the image. In this paper we have proposed a system that 

detect and extract the text from the complex images using a MATLAB tool. 
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I. INTRODUCTION 

Text extraction in images and video has been rapidly increasing since 1990s and is an 

significant research field in content-based information indexing and retrieval. Text Extraction 

from image is concerned with extracting the relevant text data from a collection of images.
[1]

 

Fast development of digital technology has resulted in digitization of all categories of 

materials.  Many existing paper-based collections, historical manuscripts,  scanned document, 

book covers, pamphlets, posters, pictures, painting, magazines, educational, business card, 
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advertisements, web pages  etc  are converted to images. These images present many research 

issues in text extraction and recognition. 

 

There are many applications in document engineering in which automatic detection and 

extraction of foreground text from complex background is useful.
[2]

 If the text is printed on a 

clean background then certainly OCR (optical character recognition) can detect the text 

regions and convert the text into ASCII form. Several commercially available OCR products 

are able to perform this. However those products results in low identification accuracy when 

the text is printed against shaded and/or complex background. 

 

In many applications the automatic localization of text within a natural image is an important 

problem. Once identified, the text can be analyzed, recognized, and interpreted. Many objects 

such as tree branches or electrical wires easily disturb the text in the image this leads to the 

confusion for text by existing OCR algorithms. For this reason, applying OCR on an 

unrefined natural image is computationally exclusive and may produce incorrect results. 

Hence, robust and efficient methods are needed to identify the text-containing regions within 

natural images before performing OCR. 

 

The remaining part of the paper contains: section 2 provides information on design 

considerations. Architecture of the text extraction is explained in section 3, the detailed 

design of the architecture is described in section 4. 

 

II. DESIGN CONSIDERATION 

The interface design, user, and appearance consideration are the three phases that are covered 

first followed by the tools that are used in the MATLAB. 

 

The main consideration for the selection of images is as follows 

 The input image can contain any characters from Aa to Zz and numerical. 

 The text should be in English. Symbol and calligraphy is not supported. 

 Image should have clarity and should not have noise due to image pixels. 

 

The text containing images needed for the analysis are captured using the image capturing 

device such as Web camera / mobile camera. The available ICDAR Datasets are also 

considered. The image so obtained is then processed and the corresponding voice clips are 

played. 
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III. ARCHITECTURE 

The system architecture of text analysis is as shown in the figure 1. It shows how character 

extraction and processing takes place from high resolution image. It consists of 5 steps as 

shown in the flow diagram. 

                                              

 

Figure 1: Architectural diagram of Text analysis from images 

 

Original image:  The graphical user interface (GUI) transforms the original image into a jpeg 

format (image) as shown in the figure 2. The orientation differs based on the input image 

position.
[3]

 

 

Figure 2: Original image 

  

Text region detection: Given the input image that is original image, the region with a 

possibility of text in the image is detected. This is done by preprocessing the image then crop 

the image exactly to text region using the algorithm. It is as shown in the figure 3. 

 

 

Figure 3: Text region detected 
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Text localization: The Properties of the color/gray in the text region and their variation with 

the properties of the background region is compared to differentiate text region from its 

background or non-text region. The words are then separated by applying bounding box to 

every character.
[4]

 The segmented image is as shown in figure 4. 

 

 

Figure 4: Text located image 

 

Character recognition 

The image of the character obtained from the segmented image is compared with that of the 

character stored in the inbuilt character database using OCR.
[5] 

The resulted output is 

displayed by using Notepad. Character recognition database is shown in figure 5. 

 

 

Figure 5: Character recognition database 

 

Audio play: After displaying the character that is recognized, the corresponding audio clips 

are selected from the audio database and then played by using TTS (Text to speech) for   

figure 6. 

 

 

Figure 6: Playing audio of character 

 

The overall flow of the above steps is to perform the regular operation such as taking the 

input from the end-user, capturing from the camera, carrying out segmentation of text region, 

locating the text in the image, recognizing the letter and playing it with vocal voice.  
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IV. DETAILED DESIGN 

Data flow models are an intuitive way of showing how data is processed by a system. At the 

analysis level, they should be used to model the way in which the data is processed in the 

existing system. The notations used in these models represent functional processing, data 

stores and the data movements between functions.
[6] 

Data flow models are used to show how 

data flows through a sequence of processing steps. The data is transferred at each step before 

moving on to the next stage. These processing steps are program functions when data flow 

diagrams are used to explain a software design. 

 

Level one data flow diagram for text region detection 

The figure 7 represents the level one data flow diagram where the main process in level zero 

data flow diagram is shown to be classified into number of sub-process.  

 

 

Figure 7:  Level one data flow diagram for text region detection. 

 

As per the flow diagram, we first convert the image captured into gray image. Since the 

original image is a RGB image and is a 3 dimensional matrix, where each pixel contains R G 

& B values, processing becomes complex to deal with every pixel.  

 

So it is convenient to convert each RGB matrix to 2 dimensional gray images. Gray images 

have many shades of gray in between. Each gray scale matrix pixel contains values in the 

range 0 to 256, where 0 indicates black pixels and 1 indicates white pixels and all colors lie in 

between these values.
[7] 

The RGB image converted into gray image is as shown in figure 8. 

 

 

Figure 8:  RGB image converted into gray image 
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As the intensity contrast of text to its background is typically significant and a uniform 

intensity or color within every letter can be assumed, MSER is a natural choice for text 

detection. While MSER has been identified as one of the best region detectors due to its 

robustness against view point, scale, and lighting changes, it is sensitive to image blur. Thus, 

small letters cannot be detected or distinguished in case of motion or defocus blur by 

applying plain MSER to images of limited resolution.  

 

Figure 9 shows an example where multiple letters are identified as a single MSER region. 

 

 

Figure 9: MSER region detected image. 

 

To cope with blurred images we propose to combine the complimentary properties of Sobel 

edges and MSER. Figure 10 shows the sobel edge detected image.
[8] 

We remove the MSER 

pixels outside the boundary formed by the Sobel edges. This is achieved by pruning the 

MSER along the gradient directions computed from the original gray-scale image.  

 

Since the type of the letter (bright or dark) is known during the MSER detection stage, the 

gradient directions can be adapted to guarantee that they point towards the background.  

 

 

Figure 10: Sobel edge detected image 
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The importance of stroke width information has been emphasized in several recent studies. 

An image operator to transform the binary image into its stroke width image. The stroke 

width image is of the same resolution as the original image, with the stroke width value 

labeled for every pixel.  The processing aims to extract the stroke width at every pixel. To do 

this the key insight is that letters have roughly parallel sides. 

 

To find the edges of the letters we use canny. Then, we calculate the gradient at every edge 

pixel. Depending on whether the text is light-on-dark or dark-on-light, the gradient will either 

point into letters or out of them.
[9] 

Our algorithm depends on gradient pointing into letters, 

which is why it is no possible to detect light-on-dark and dark-on-light text simultaneously, 

but it can run twice on the same image to achieve that effect.  

 

The output of the SWT is an image where each pixel is assigned a value equal to half of the 

stroke width. Figure 11 shows the stroke width transform output. 

 

 

Figure 11: Stroke width transform image 

 

The most basic morphological operations are dilation and erosion. Dilation adds pixels to the 

boundaries of objects in an image, while erosion removes pixels on object boundaries. The 

number of pixels added or removed from the objects in an image depends on the size and 

shape of the structuring element used to process the image. In the morphological dilation and 

erosion operations, the state of any given pixel in the output image is determined by applying 

a rule to the corresponding pixel and its neighbors in the input image. The rule used to 

process the pixels defines the operation as dilation or erosion.  The figure 12 shows the 

dilation and erosion output.  

 

Dilation: The value of the output pixel is the maximum value of all the pixels in the input 

pixel's neighborhood. In a binary image, if any of the pixels is set to the value 1, the output 

pixel is set to 1. 
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Erosion: The value of the output pixel is the minimum value of all the pixels in the input 

pixel's neighborhood. In a binary image, if any of the pixels is set to 0, the output pixel is set 

to 0. 

 

 

Figure 12: Dilation and erosion output image 

 

Level two data flow diagram for text localization 

                

 
Figure 13: Level two data flow diagram for text localization. 

 

Further the images are filtered using different properties .The properties are as follows 

1) Aspect ratio: Aspect ratio is the term used to describe connected components by 

comparing the width to the height and expressing it in ratio form. Range is been set and the 

connected component in that range will be retained. 

 

 

Figure 14: Aspect ratio output image 
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2) Compactness: Compactness is expressed in terms of area and perimeter. Compactness is 

defined as the ratio of area to perimeter square. 

 

Compactness=           (1) 

 

 

Figure 15: Compactness output image. 

 

3) Height and width: We filtered using images using height and width. We assume that all 

the letter are of the specific height and width. Specific height and width of a connected 

component is retained. 

 

4) Occupation ratio: Occupation ratio is defined as the ratio of number of connected 

component pixel to the bounding box area. 

 

Formula for the occupation ratio given by 

     (2) 

 

After these properties we are extracting the text in the image to the note pad. For that we use 

OCR. We apply bounding box to show that the characters have been recognized. The 

bounding box image is as shown in figure 4. 

 

Level three data flow diagram for letter recognition 

 

Figure 16: Level three data flow diagram for character recognition and audio play 

 

OCR (optical character recognition): Optical character recognition (OCR) is the translation 

of optically scanned binary image contains text into character codes, such as ASCII. 

 

Early versions needed to be trained with images of each character, and worked on one font at 

a time. Advanced systems capable of producing a high degree of recognition accuracy for 
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most fonts are now common. Some systems are capable of reproducing formatted output that 

closely approximates the original page including images, columns, and other non-textual 

components. 

 

TTS (text to speech):  A text-to-speech (TTS) system converts normal language text into 

speech; other systems render symbolic linguistic representations like phonetic transcriptions 

into speech. 

 

Synthesized speech can be created by concatenating pieces of recorded speech that are stored 

in a database. Systems differ in the size of the stored speech units; a system that stores phones 

provides the largest output range, but may lack clarity. For specific usage domains, the 

storage of entire words or sentences allows for high-quality output. Alternatively, a 

synthesizer can incorporate a model of the vocal tract and other human voice characteristics 

to create a completely "synthetic" voice output. 

 

V. RESULT 

Optical Character Recognition (OCR) is used for the translation of optically scanned binary 

images contain text into character codes, such as ASCII. Output of OCR is in form of a 

standard string and it is displayed on the notepad as shown below.    

 
Figure 15: Recognized character displayed on the notepad 

 

VI.  CONCLUSION AND FUTURE ENHANCEMENT 

In this paper there is an attempt to detect text from images and convert it into speech form. 

The texture feature contrast and variance have performed well in detection and segmentation 

of text region. The proposed methodology has produced a good result for natural scene 

images containing text of different size, font and alignment with varying background. 

http://en.wikipedia.org/wiki/Symbolic_linguistic_representation
http://en.wikipedia.org/wiki/Phonetic_transcription
http://en.wikipedia.org/wiki/Database
http://en.wikipedia.org/wiki/Phone_%28phonetics%29
http://en.wikipedia.org/wiki/Vocal_tract
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Several future enhancements could be made to the system. Inclusion of character stress 

recognition and punctuation marks and also inclusion of the naturalization of the voice like 

human expressions. Future inclusion of different kinds of text style, languages with more 

accuracy can also be done. 
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